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Summary
PhD in Computer Science and Engineering specializing in High‑Performance Computing, with deep expertise in performance
analysis and optimization of parallel applications. Proven ability to design and implement performance profiling tools for
both MPI‑based parallel applications (mpisee) and GPU communication libraries (ncclsee for NCCL), and apply a comprehen‑
sive range of analysis techniques, including hardware performance counters, to dissect application behavior. Successfully
optimizedMPI applications by identifying communication bottlenecks (e.g., within FFT routines) and implementing advanced
strategies such as topology‑aware process mapping and tailored collective algorithm selection. Combines strong analytical
and problem‑solving skills and experience collaborating in diverse work environments and a proven ability to communicate
complex technical content. Proficient in C/C++, MPI, CUDA, andOpenMP, dedicated to creating efficient, foundational software
components for demanding HPC optimization workloads.

Professional Experience

Eviden ‑ Mission Critical Systems Austria
SOLUTiON ARCHiTECT Sept. 2025 ‑ Present

TUWien ‑ Faculty of Informatics: Parallel Computing Research Unit Austria
PRE‑DOCTORAL RESEARCHER June 2021 ‑ June 2025
• Designed and implemented mpisee, a novel profiling tool for MPI applications that analyzes MPI communication per com‑
municator [1, 4, 12]. Utilized to identify performance bottlenecks in scientific applications by dissecting fundamental MPI
operations. Made key design decisions about distributed communicator tracking, data collectionmethodology and analysis
framework.

• Designed and implemented processmapping strategies to improve the availablememory bandwidth, enhancing cache uti‑
lization and reducing communication overheads for colocated MPI applications in HPC systems [2, 3, 13]. Resulted in 2.4x
faster completion times for sets of applications over a common exclusive allocation andmapping strategy.

• Collaborated with pharmaceutical researchers to integrate and optimize LigandScout software for molecular screening on
HPC systems, communicating technical constraints and opportunities to improve task scheduling [11].

• Contributed to the development of improved algorithms for collective communication and proposing leaner interfaces for
the MPI Library [10, 9, 8].

• Developed a ncclsee lightweight profiling tool for NVIDIA Collective Communications Library (NCCL) operations and their
associatedasynchronousCUDAkernels usingCUDAProfilingTools Interface (CUPTI). The tool addresses the issueof profiling
GPU applications at large scale.

ICS‑FORTH ‑ Computer Architecture and VLSI Systems Laboratory Greece
RESEARCH ENGiNEER Dec. 2019 ‑ May 2021
• Conducted research on fault‑aware process placement strategies to enhance the resilience of MPI applications on HPC sys‑
tems [6, 5]. Implemented a simulation environment (using C and Python) for generating synthetic node failures based on
the Weibull distribution in a HPC torus cluster.

ICS‑FORTH ‑ Computer Architecture and VLSI Systems Laboratory Greece
GRADUATE RESEARCH ASSiSTANT Sept. 2017 ‑ Nov. 2019
Extended the Slurm resource manager to support heterogeneous architectures (including FPGA‑based accelerators) and
optimize process placement, demonstrating ability to contribute to complex HPC runtime systems.

Hellenic Army Greece
SERVED iN THE HELLENiC ARMED FORCES Dec. 2016 ‑ Aug 2017
• Served in the Hellenic Army, Research and Informatics Corps
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ICS‑FORTH ‑ Computer Architecture and VLSI Systems Laboratory Greece
RESEARCH SCHOLARSHiP June 2016 ‑ Nov. 2016
• Simulated thebehavior of a novel Accurate congestion control for RDMATransfers onHPC interconnects usingOmnet++ [14].

Skills
HPC & Parallel Computing MPI, CUDA, HIP, OpenMP, POSIX Threads, SIMD Vectorization
Programming Languages C, C++ (C++11/14/17), Python, Java

Performance Analysis Tools Score‑P, HPCToolkit, Linux Perf, PAPI, Likwid
Development Tools Git, CMake, Bash scripting, CI/CD pipelines (GitHub Actions), GDB, LLDB, Valgrind

Machine Learning & Data Processing PyTorch, R, PySpark
System Administration Linux‑based (RHEL, SLES, Debian), Docker, Singularity, QEMU, Spack

Languages Greek (native), English (CEFR C2), German (Intermediate)

Education
TUWien Austria
PHD iN ENGiNEERiNG SCiENCES AND COMPUTER SCiENCES Oct. 2021 ‑ Sept. 2025
• PhD Thesis: Improving Colocated MPI Application Performance via Process Mapping
in HPC Systems: Leveraging Hierarchical Process‑to‑core Mappings and Communicator‑centric Profiling.
Advisor: Prof. Jesper Larsson Träff.

University of Crete Greece
M.SC. iN COMPUTER SCiENCE AND ENGiNEERiNG Nov. 2019
• MSc Thesis: Process Placement Optimizations and Heterogeneity Extensions to the Slurm Resource Manager[7].
Advisors: Prof. Manolis G.H. Katevenis, Co‑Advisor: Dr. Manolis Marazakis.

University of Crete Greece
B.SC. iN COMPUTER SCiENCE Mar. 2016
• Bachelor Thesis: Memory Testing through an FPGA with an embedded Processor

Further Education
CERTiFiCATES
• Machine learning from Stanford Online by Andrew Ng.

• Modern C++ software design (advanced level) by Klaus Iglberger.

SUMMER SCHOOLS
• ACM Europe Summer School on HPC Computer Architectures for AI and Dedicated Applications, 2022: Program Schedule.

• International Summer School on Advanced Computer Architectures and Compilation for High‑Perfomance and Embedded
Systems (ACACES) 2018.

Other Projects

DESiGN OF A RISC‑V CORE iN SYSTEM VERiLOG
• Implementation of RV32IC standard with support for stream instructions.

• Developed with Synopsys EDA tools for the purposes of Digital Circuits Design Lab Using EDA Tools.

CACHE SiMULATOR
• Designed and implemented YAC Simulator, a cache simulator written in C/C++ for a simple cache scheme.

• Developed for the purposes of the CS‑255 Computer Organization course of the University of Crete.
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